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ABSTRAK 

Tujuan studi ini adalah untuk mengevaluasi bagaimana pengguna memandang aplikasi digital SMILE Indonesia, 

sebuah platform layanan publik yang memantau penyampaian layanan kesehatan secara real-time. Menggunakan 

teknik web scraping, 383 ulasan pengguna dikumpulkan dari Google Play Store dan secara otomatis 

diklasifikasikan berdasarkan skor penilaian: ulasan dengan skor 1-2 dikategorikan sebagai negatif, ulasan dengan 

skor 4-5 sebagai positif, dan ulasan dengan skor 3 atau lebih rendah dikecualikan karena kemungkinan ambiguitas. 

Langkah-langkah pre-processing seperti case folding, pembersihan teks, tokenisasi, penghapusan kata, stemming, 

dan normalisasi diterapkan pada data yang telah dilabeli. Metode TF-IDF (Term Frequency–Inverse Document 

Frequency) kemudian digunakan untuk mewakili data secara numerik. Dua algoritma digunakan untuk klasifikasi: 

Naïve Bayes dan Support Vector Machine (SVM). Hasil evaluasi menunjukkan bahwa SVM mencapai 75% pada 

keempat metrik, sementara Naïve Bayes mencapai akurasi 79%, presisi 81%, recall 79%, dan F1-score 79%. Uji 

McNemar menunjukkan bahwa perbedaan kinerja antara kedua model tidak signifikan secara statistik (p > 0.05), 

meskipun Naïve Bayes memperoleh skor yang lebih tinggi. Penelitian sentimen ini memberikan wawasan tentang 

bagaimana masyarakat umum memandang layanan publik digital; sementara sikap negatif menekankan kesulitan 

teknis, sikap positif menyoroti aksesibilitas dan keuntungan praktis. Hasil ini dapat digunakan secara strategis oleh 

pengembang dan pembuat kebijakan untuk meningkatkan kualitas layanan digital berbasis e-government, terutama 

di bidang logistik kesehatan. 

 

Kata kunci: SMILE Indonesia,  analisis sentimen, SVM,  Naïve Bayes, TF-IDF 

 

ABSTRACT 

The purpose of this study is to evaluate how users perceive the SMILE Indonesia digital application, a public 

service platform that monitors the delivery of health services in real time. Using web scraping techniques, 383 

user reviews were collected from the Google Play Store and automatically classified based on rating scores: 

reviews with scores of 1-2 were categorized as negative, reviews with scores of 4-5 as positive, and reviews with 

scores of 3 or lower were excluded due to potential ambiguity. Pre-processing steps such as case folding, text 

cleaning, tokenization, word removal, stemming, and normalization were applied to the labeled data. The TF-IDF 

(Term Frequency–Inverse Document Frequency) method was then used to represent the data numerically. Two 

algorithms were used for classification: Naïve Bayes and Support Vector Machine (SVM). Evaluation results show 

that SVM achieved 75% on all four metrics, while Naïve Bayes achieved 79% accuracy, 81% precision, 79% 

recall, and 79% F1-score. The McNemar test indicates that the performance difference between the two models is 

not statistically significant (p > 0.05), although Naïve Bayes achieved higher scores. This sentiment analysis 

provides insights into how the general public perceives digital public services; while negative attitudes emphasize 

technical difficulties, positive attitudes highlight accessibility and practical benefits. These results can be 

strategically utilized by developers and policymakers to improve the quality of e-government-based digital 

services, particularly in the field of health logistics. 

Keywords: SMILE Indonesia, sentiment analysis, SVM, Naïve Bayes, TF-IDF  

 

 

1. PENDAHULUAN 
Penggunaan aplikasi seluler telah menjadi aspek mendasar dari masyarakat kontemporer di era teknologi 

digital yang berkembang pesat. Berbagai sektor mulai dari pendidikan, keuangan, hingga layanan publik telah 

mengadopsi teknologi digital guna meningkatkan efisiensi dan kualitas layanan [1]. Salah satu aplikasi yang hadir 

sebagai solusi dalam bidang layanan publik adalah SMILE (Sistem Monitoring Inventaris Logistik Kesehatan 

secara Elektronik). Aplikasi ini dikembangkan oleh UNDP Indonesia bekerja sama dengan Kementerian 
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Kesehatan Republik Indonesia, sebagai sistem digital untuk mencatat, memantau, dan memperkuat rantai pasok 

logistik vaksin, obat-obatan, dan perbekalan kesehatan secara real-time [2]. 

SMILE Indonesia hadir sebagai inovasi digital yang menjawab tantangan pelayanan publik yang selama ini 

identik dengan proses manual, antrian panjang, dan keterbatasan waktu operasional. Dengan ketersediaan di 

platform seperti Google Play Store, aplikasi ini telah digunakan oleh ribuan pengguna dan mendapatkan berbagai 

ulasan yang mencerminkan beragam pengalaman, baik negatif maupun positif. Seiring meningkatnya jumlah 

pengguna, penting bagi pengembang dan pemangku kepentingan untuk memahami persepsi masyarakat terhadap 

aplikasi tersebut, guna meningkatkan kualitas layanan dan memperkuat kepercayaan publik terhadap sistem digital 

pemerintah. 

Salah satu metode untuk mengklasifikasikan dan mengidentifikasi sentimen, opini atau perasaan dalam teks 

adalah analisis sentimen, yang merupakan cabang dari pemrosesan bahasa alami (NLP) [3]. Salah satu metode 

untuk memahami kesan pengguna adalah analisis sentimen. Tingkat kepuasan, keluhan, dan harapan pengguna 

terhadap aplikasi SMILE Indonesia dapat diketahui dengan menganalisis evaluasi pengguna di Google Play Store. 

Informasi ini digunakan untuk membuat keputusan tentang pengembangan dan peningkatan fungsionalitas 

aplikasi. 

Analisis sentimen telah menggunakan sejumlah metode, seperti Naïve Bayes dan SVM, yang terkenal karena 

keefektifannya dalam menangani data tekstual. Klasifikasi sentimen yang akurat dari data ulasan pengguna 

merupakan tujuan dari kedua pendekatan ini. Teknik-teknik ini dipilih karena keefektifannya dalam sejumlah studi 

sebelumnya yang meneliti opini publik berbasis teks, terutama dalam aplikasi untuk layanan digital. 

Dalam studi tahun 2024, analisis terhadap ulasan pengguna aplikasi Halo BCA di Google Play Store 

dilakukan dengan menerapkan algoritma Naive Bayes, SVM, dan Random Forest. Hasilnya menunjukkan bahwa 

SVM mencapai akurasi tertinggi sebesar 87%, diikuti oleh Naive Bayes dengan akurasi 81% [4]. Sementara itu, 

penelitian lain pada tahun yang sama menelaah respons pengguna terhadap aplikasi Samsat Digital Nasional 

(SIGNAL) menggunakan metode Naive Bayes. Ulasan pengguna diklasifikasikan ke dalam tiga kategori utama, 

yaitu positif, netral, dan negatif [5]. 

Penelitian ini bertujuan untuk menilai sentimen ulasan pengguna terhadap aplikasi SMILE Indonesia dengan 

menggunakan dua metode klasifikasi yakni Naive Bayes dan SVM. Penelitian ini akan memberikan ringkasan 

menyeluruh tentang seberapa baik kinerja masing-masing metode dalam kategorisasi sentimen dengan 

membandingkan kinerja kedua sistem. Penelitian ini juga akan memberikan rekomendasi yang berguna bagi para 

pengembang aplikasi yang ingin meningkatkan dukungan pelanggan. Meskipun analisis sentimen terhadap aplikasi 

layanan publik telah banyak dilakukan, seperti pada aplikasi Halo BCA maupun SIGNAL, belum banyak studi 

yang secara spesifik membahas persepsi masyarakat terhadap sistem logistik kesehatan digital. Penelitian ini 

menjadi salah satu studi awal yang fokus pada aplikasi SMILE Indonesia, yang memiliki peran penting dalam 

distribusi vaksin dan perbekalan medis nasional. Dengan demikian, studi ini mengisi celah penelitian (research 

gap) dalam konteks evaluasi layanan publik berbasis e-government, khususnya dalam sektor kesehatan digital di 

Indonesia. 

 

 

2. METODE PENELITIAN 
Tahap Penelitian    

Ulasan pengguna aplikasi SMILE Indonesia dikumpulkan melalui metode web scraping dari Google Play 

Store. Ulasan tersebut kemudian diberi label sentimen secara otomatis berdasarkan skor rating pengguna, dengan 

skor 1 dan 2 dikategorikan sebagai negatif serta 3 hingga 5 sebagai positif. 

Selanjutnya, data melalui proses pre-processing mencakup penghapusan tanda baca, simbol, dan emoji yang 

tidak relevan, case folding, tokenisasi, penghapusan stopword, stemming, serta normalisasi. Setelah itu, data 

dikonversi ke dalam representasi numerik menggunakan pendekatan Term Frequency–Inverse Document 

Frequency (TF-IDF). 

Visualisasi awal dilakukan dengan Word Cloud untuk masing-masing kelas sentimen guna mengidentifikasi 

tema umum dalam opini pengguna. Proses pemodelan dilakukan dengan membandingkan dua algoritma 

klasifikasi, yaitu Multinomial Naïve Bayes dan Support Vector Machine (SVM). Evaluasi performa menggunakan 

metrik akurasi, presisi, recall, dan f1-score, dilengkapi dengan uji statistik McNemar untuk memastikan apakah 

perbedaan performa kedua model signifikan secara statistik. 

Seluruh proses eksperimen dilakukan pada platform Google Colaboratory dengan bahasa pemrograman 

Python 3.10. Pustaka yang digunakan dalam eksperimen ini antara lain scikit-learn untuk pemodelan dan evaluasi, 

Sastrawi untuk stemming bahasa Indonesia, serta matplotlib, seaborn, dan wordcloud untuk visualisasi. Model 

Naïve Bayes menggunakan implementasi MultinomialNB dari scikit-learn tanpa parameter khusus, sedangkan 

model SVM menggunakan LinearSVC, yang sesuai untuk klasifikasi data teks berdimensi tinggi seperti hasil 

transformasi TF-IDF. 
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Gambar 1. Tahap Penelitian 

 

Pengumpulan data 

Data primer didapat dengan teknik scraping web dari ulasan aplikasi SMILE Indonesia yang ada di Google 

Play Store. Ulasan ini berisi 382 komen evaluasi tingkat kepuasan konsumen dari aplikasi yang akan memberikan 

gambaran bagaimana persepsi konsumen mengenai kualitas dari aplikasi SMILE Indonesia. analisis ini diharap 

dapat memberikan gambaran untuk meningkatkan kualitas dari aplikasi dan meningkatkan kepuasan para 

pengguna. Data yang telah diperoleh dari tahap scrapping akan di ekspor ke dalam file dengan format CSV yang 

biasanya menjadi tipe file untuk data tipe tabel yang akan menjadi bahan untuk pemrosesan lebih lanjut. 

 

Pelabelan Otomatis 

Dalam penelitian ini, pelabelan otomatis dilakukan dengan membagi skor ulasan menjadi dua kategori: 

negatif (skor 1–2) dan positif (skor 3–5). Pendekatan ini diambil karena keterbatasan jumlah data dan untuk 

menjaga keseimbangan antar kelas dalam proses klasifikasi biner. Meskipun demikian, pendekatan ini memiliki 

potensi bias, terutama karena skor 3 sering kali dianggap sebagai sentimen netral atau ambivalen. Pengelompokan 

skor 3 ke dalam kategori positif dapat menyebabkan noise pada model, karena tidak semua ulasan dengan skor 

tersebut mengandung opini yang jelas positif. Namun, untuk menjaga kesinambungan tahapan eksperimen dan 

menghindari reduksi data yang signifikan, skor 3 tetap dimasukkan ke kategori positif, dengan catatan bahwa hal 

ini merupakan keterbatasan dalam studi dan perlu dipertimbangkan pada penelitian lanjutan dengan pendekatan 

multi-kelas (positif, netral, negatif) atau pelabelan manual yang lebih akurat. 

 

Pre-Processing Data 

Langkah pertama, yang dikenal sebagai pre-processing, mencoba mengubah masukan menjadi format yang 

lebih terstruktur agar sistem dapat memahami dan mempercepat analisis lebih lanjut [6]. Enam langkah meliputi 

case folding, membersihkan teks, membuat token, menghilangkan kata-kata yang tidak penting, stemming, dan 

normalisasi diselesaikan selama fase pre-processing data [7].  

 

Case Folding 

Teknik pengubahan semua kapital dalam suatu data menjadi huruf kecil atau lowercase dikenal sebagai case 

folding. Metode ini bertujuan untuk mencegah karakter huruf besar dan huruf kecil disalahartikan sebagai entitas 

yang berbeda. Misalnya, “Aplikasi” dan “app” akan dikenali sebagai satu kata setelah case folding [8]. 

 

Text Cleaning 

Tahap pembersihan teks (text cleaning) adalah proses penghapusan karakter atau simbol yang tidak relevan 

terhadap analisis sentimen, seperti karakter ASCII yang tidak terbaca, angka, mention, tautan (link/url), hashtag, 

tanda baca, serta spasi berlebih. Tahap ini memastikan bahwa tidak ada komponen yang tidak perlu dalam data 

yang digunakan [8]. 
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Tokenizing 

Memecah kalimat menjadi bagian-bagian kecil yang terdiri dari kata atau token disebut tokenisasi. 

Pengolahan data teks dalam tahapan analisis berikutnya menjadi lebih mudah dengan proses ini. Sebagai contoh, 

kata "aplikasi yang sangat bagus" akan dipisahkan menjadi kata-kata "aplikasi", "yang", "sangat", "bagus", dan 

sebagainya [8].  

 

Stopword Removal 

Tahap penghapusan stopword ialah proses menghilangkan kata-kata yang umum digunakan dalam kalimat 

tetapi tidak memiliki arti yang sebenarnya. Penghapusan stopword sangat penting untuk mencegah kata-kata yang 

umum digunakan tetapi tidak memiliki arti penting mengganggu kapasitas sistem untuk mengkategorikan kelas 

sentimen. Kata-kata seperti “dan”, “di”, “dari”, “ke”, “pada”, “itu”, “ini”, “adalah”, dan seterusnya dihilangkan 

[8]. 

 

Stemming 

Stemming adalah proses penghilangan awalan atau akhiran dan melakukan transformasi suatu kata pada 

dataset menjadi kata dasar. Tahap stemming dilakukan agar kata berimbuhan dengan kata dasar yang memiliki 

makna sama penulisannya seragam. Kata 'memudahkan' menjadi 'mudah', dan kata 'banyaknya’ akan menjadi 

'banyak' [8]. 

 

Normalize 

Normalisasi adalah proses mengubah istilah gaul, kesalahan penulisan, dan singkatan menjadi istilah baku 

berdasarkan Kamus Besar Bahasa Indonesia (KBBI). Untuk memastikan penulisan yang konsisten dan identik, 

teknik normalisasi harus diterapkan pada kumpulan data yang diperoleh dari media sosial, di mana pengguna sering 

menggunakan terminologi dan singkatan yang tidak baku. [8]. 

TF-IDF  (Term Frequency-Inverse Document Frequency)  

Teknik untuk menentukan seberapa sering suatu kata muncul dalam sebuah dokumen atau artikel disebut TF-

IDF (Term Frequency-Inverse Document Frequency). Tujuan utama metode ini adalah untuk menentukan makna 

suatu kata dalam konteks materi yang sedang dianalisis [9]. Dua komponen utama, TF (Term Frequency) dan IDF 

(Inverse Document Frequency), digabungkan untuk membentuk TF-IDF. Sementara komponen TF menunjukkan 

seberapa sering suatu kata muncul dalam suatu dokumen, komponen IDF mengevaluasi relevansi istilah-istilah 

tersebut di seluruh koleksi dokumen [10].  

Sebuah rumus untuk menghitung TF-IDF adalah sebagai berikut [11]: 

𝑇𝐹𝐼𝐷𝐹𝑡,𝑑 = 𝑇𝐹𝑡,𝑑 × 𝑙𝑜𝑔(
𝑁

𝐷𝐹𝑡

) 

 

Dimana: 

𝑇𝐹𝐼𝐷𝐹𝑡,𝑑    : Bobot akhir kata t pada dokumen d 

𝑇𝐹𝑡,𝑑          : Frekuensi kemunculan kata t dalam suatu dokumen d 

𝑁               : Total dokumen dalam korpus 

𝐷𝐹𝑡            : Jumlah dokumen yang mengandung kata t 

 

Word Cloud 

Word cloud ialah pemvisualissian kata-kata yang paling umum dalam dataset, di mana ukuran setiap kata 

sesuai dengan frekuensinya. Semakin banyak frekuensi kata, semakin besar pula dimensinya pada tampilan word 

cloud, menandakan dominansi kata tersebut dalam data yang dianalisis. Tampilan ini menyajikan gambaran secara 

intuitif mengenai kata-kata yang paling awam atau menonjol pada setiap kelas sentimen, sehingga mempermudah 

pemahaman terhadap pola dan karakteristik sentimen dalam data tersebut [12]. 

 

Pembagian Data Train dan Test 

Data dibagi menjadi dua bagian sebelum tahap pemodelan: 80% digunakan sebagai data pelatihan (training) 

dan 20% digunakan sebagai data uji (testing). Pembagian dilakukan secara terstratifikasi untuk mempertahankan 

rasio distribusi kelas di kedua subkelompok. Fungsi train_test_split dari modul Scikit-learn digunakan dengan opsi 

random state untuk memastikan replikasi hasil yang konsisten. 

Naïve Bayes 

Algoritma klasifikasi Naïve Bayes yakni teknik klasifikasi yang menerapkan konsep Teorema Bayes, yang 

mengasumsikan bahwa setiap variabel atau fitur dalam data adalah independen. Berdasarkan probabilitas 

kemunculan kata tertentu di setiap kelas, teknik analisis sentimen ini membagi konten ulasan ke kategori sentimen, 

seperti negatif atau positif [13]. 

Perhitungan probabilitas dalam Naïve Bayes mengacu pada rumus berikut [14]: 
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𝑃(𝐴|𝐺) =
𝑃(𝐺|𝐴) × 𝑃(𝐴)

𝑃(𝐺)
 

Dimana: 

𝑃(𝐴|𝐺) : Probabilitas kelas 𝐴 terhadap fitur 𝐺. 

𝑃(𝐺|𝐴) : Probabilitas fitur 𝐺 muncul dalam kelas 𝐴. 

𝑃(𝐴) : Probabilitas awal terjadinya kelas 𝐴. 

𝑃(𝐺) : Probabilitas fitur 𝐺 muncul secara keseluruhan dalam data. 

Support Vector Machine (SVM) 

Teknik klasifikasi yang disebut SVM merupakan teknik klasifikasi yang berupaya mengidentifikasi bidang 

pemisah atau hyperplane yang ideal untuk memisahkan dua kelas data secara efektif. Untuk setiap kelas (support 

vector), hyperplane dengan margin terbesar terhadap titik data terdekat dipilih. Fungsi kernel digunakan untuk 

menerjemahkan data ke ruang berdimensi lebih tinggi guna menemukan hyperplane pemisah jika data tidak dapat 

dipisahkan secara linear [15].  

SVM bekerja dengan mengoptimalkan fungsi keputusan sebagai berikut [14]: 

𝑓(𝑥) = ∑

𝑛𝑠

𝑖=1

𝛼𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥𝑑) + 𝑏 

Dimana: 

𝑛𝑠 : Jumlah support vector 

𝛼𝑖 : Nilai untuk setiap titik data 

𝑦𝑖  : Label kelas data ke-i 

𝑥𝑖 : Vektor support vector ke-i 

𝑥𝑑 : Data yang akan diklasifikasikan 

𝐾(𝑥𝑖 , 𝑥𝑑) : Fungsi kernel antara 𝑥𝑖 dan 𝑥𝑑 

𝑏 : Bias atau konstanta pemisah 

Evaluasi Pemodelan 

Untuk menentukan sejauh mana model memenuhi tujuan penelitian, evaluasi model merupakan langkah 

krusial dalam proses pembangunan model klasifikasi [16]. Penggunaan matriks kebingungan (confusion matrix) 

merupakan teknik populer untuk menilai kinerja model klasifikasi. Dengan membandingkan label aktual dengan 

prediksi model, matriks ini memberikan gambaran visual tentang hasil pengelompokan [17].  

Confusion matrix atau matriks kebingungan pada Tabel 1 menggunakan empat komponen utama untuk 

menjelaskan hubungan antara nilai yang diharapkan dan nilai aktual: Ketika sistem memprediksi kelas yang 

seharusnya tidak ada, hal ini disebut sebagai False Positive (FP); ketika sistem berhasil mengidentifikasi data yang 

tidak termasuk dalam kelas target, hal ini disebut sebagai False Negative (FN); ketika sistem gagal mendeteksi 

kelas yang sebenarnya, hal ini disebut sebagai True Negative (TN); dan ketika prediksi dan label aktual keduanya 

akurat, hal ini disebut sebagai True Positive (TP) [18]. 

Tabel 1. Confusion Matrix 

Aktual 
Prediksi 

Negatif Positif 

Negatif TN FP 

Positif FN TP 

Dari confusion matrix diatas, beberapa matrik evaluasi dapat dihitung, antara lain: 

1. Akurasi (Accuracy) : Menggambarkan proporsi total prediksi yang benar terhadap seluruh jumlah prediksi 

yang dilakukan [19]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  

2. Presisi (Precision) : Mengukur seberapa akurat model dalam memprediksi suatu kelas tertentu, yakni 

proporsi data yang benar-benar relevan dari seluruh prediksi untuk kelas tersebut [19]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

3. Recall : Menjelaskan seberapa baik model dapat mengidentifikasi semua data yang relevan dalam suatu kelas 

tertentu, atau berapa banyak data yang diklasifikasikan dengan akurat yang sebenarnya termasuk dalam kelas 

tersebut  [19].   

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

4. f1-score : Rata-rata harmonik antara presisi dan recall [19]. 

𝑓1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙
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Uji Statistik McNemar 

Uji McNemar merupakan metode statistik non-parametrik yang digunakan untuk membandingkan dua 

algoritma klasifikasi yang diuji pada dataset yang sama. Uji ini bekerja dengan menganalisis perbedaan prediksi 

antara dua model terhadap label yang sebenarnya, khususnya berfokus pada instance di mana kedua model 

menghasilkan prediksi yang berbeda. Dengan menggunakan pendekatan continuity correction, pengujian 

menghasilkan nilai statistik chi-square dan p-value. Jika p-value < 0,05, maka perbedaan antara kedua model 

dianggap signifikan secara statistik pada tingkat kepercayaan 95%. 

 

 

3. HASIL DAN PEMBAHASAN 
Scraping Data  

Langkah pertama yakni melakukan scraping data. Berikut merupakan output yang diperoleh melalui proses 

scraping data: 

 
Gambar 2. Hasil Scraping Data Ulasan Aplikasi SMILE Indonesia 

Program Python google-play-scraper digunakan untuk melakukan web scraping guna mengumpulkan data 

ulasan pengguna untuk aplikasi SMILE Indonesia. Aplikasi ini terdaftar di Google Play Store dengan ID 

com.logistikimunisasi.mobile. Melalui proses scraping, 382 titik data ulasan pengguna berhasil dikumpulkan. 

Selain informasi lain seperti nama pengguna dan versi aplikasi, data tersebut juga mencakup isi ulasan, skor 

penilaian, dan tanggal ulasan.  

Pelabelan Otomatis 

 
Gambar 3. Hasil Pelabelan Otomatis Berdasarkan Skor Ulasan 

Gambar 3 di atas menunjukkan hasil dari proses pelabelan otomatis. Pelabelan otomatis digunakan untuk 

membagi ulasan pengguna ke dalam kategori sentimen negatif dan positif berdasarkan skor rating, rating lebih dari 

sama dengan 3 dianggap positif, dan rating lebih rendah dari 3 dianggap negatif. Hasil pelabelan menghasilkan 

196 ulasan pengguna yang dianggap positif dan 187 ulasan pengguna yang dianggap negatif.   
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Pre-Processing 

Case Folding 

 
Gambar 4. Hasil Case Folding pada Teks Ulasan 

Untuk melakukan case folding, setiap huruf dalam data teks ulasan diubah menjadi lowercase atau huruf 

kecil. Hasil dari prosedur case folding ditampilkan pada kolom “case_folding” di Gambar 4. Semua huruf telah 

diubah menjadi huruf kecil. Kata-kata tidak dianggap berbeda satu sama lain dengan menstandarkan format teks. 

Text Cleaning  

 
Gambar 5. Hasil Pembersihan Teks Ulasan (Text Cleaning) 

Output dari proses membersihkan teks ditunjukkan pada Gambar 5 di atas. Teks ulasan dibersihkan dari 

emoji, angka, tanda baca, spasi ganda, huruf berulang, dan elemen yang tidak relevan atau mengganggu analisis. 

Data teks dibersihkan untuk mempersiapkan tahapan analisis berikutnya.  

Tokenizing  

 
Gambar 6. Hasil Tokenisasi Teks Ulasan 

Hasil yang terlihat pada Gambar 6 di atas merupakan hasil dari proses tokenisasi. Tokenisasi digunakan untuk 

membagi konten ulasan menjadi token, yang merupakan unit kata. Tokenisasi dilakukan dengan menggunakan 

spasi untuk memisahkan kata-kata. Sebelum langkah analisis selanjutnya, proses ini berusaha untuk mengubah 



 

 
86  

Copyright (c) HOAQ (High Education of Organization Archive Quality) : Jurnal Teknologi Informasi 

  
 

 

 

data teks menjadi format yang lebih terstruktur. Setiap ulasan akan diubah menjadi daftar kata yang dapat dianalisis 

lebih lanjut pada langkah stemming atau modeling menggunakan teknik tokenisasi ini. 

 

Stopwords Removal 

 
Gambar 7. Hasil Penghapusan Stopwords pada Teks Ulasan 

Hasil yang ditampilkan pada Gambar 7 di atas merupakan hasil dari proses penghapusan stopwords. Istilah 

umum (stopwords) seperti “yang,” “dan,” “di,” dan sebagainya yang tidak penting bagi proses analisis telah 

dihapus pada langkah ini. Dalam penelitian ini, digunakan file eksternal dan beberapa kata tambahan dalam kode 

perangkat lunak untuk menyesuaikan daftar stopwords dengan konteks bahasa Indonesia. Dalam proses analisis 

sentimen, penghapusan stopwords membantu menghilangkan istilah-istilah yang kurang relevan dan signifikan. 

Stemming 

 
Gambar 8. Hasil Proses Stemming pada Teks Ulasan 

Hasil operasi stemming ditampilkan pada Gambar 8 di atas. Pada tahap ini, perpustakaan Sastrawi yang sering 

digunakan untuk teks yang ditulis dalam bahasa Indonesia digunakan untuk melaksanakan prosedur stemming. 

Untuk memungkinkan model secara andal mengidentifikasi makna dasar setiap kata, setiap token dari prosedur 

sebelumnya dikurangi menjadi bentuk dasarnya. 

Normalisasi Data 

 
Gambar 9. Hasil Normalisasi Teks Ulasan 



 

 
87  

Copyright (c) HOAQ (High Education of Organization Archive Quality) : Jurnal Teknologi Informasi 

  
 

 

 

Setelah selesainya proses stemming, langkah berikutnya adalah normalisasi data. Kolom “normalized” pada 

Gambar 9 menampilkan hasil dari proses normalisasi data, di mana istilah-istilah non-standar, kesalahan, dan 

singkatan telah diganti dengan kata-kata standar yang sesuai dengan peraturan bahasa Indonesia. Hal ini sangat 

penting untuk membuat data yang digunakan dalam pemodelan lebih konsisten dan lebih mudah diinterpretasikan. 

Normalisasi dilakukan dengan menggunakan kamus berbasis dictionary yang berisi pasangan kata tidak baku 

dan padanannya dalam bentuk baku. Proses ini diterapkan pada hasil stemming berupa token-token kata. Setiap 

token yang terdapat dalam kamus akan digantikan dengan padanan katanya. Jika token tidak ditemukan dalam 

kamus, maka token tersebut tetap digunakan tanpa perubahan. Hasil dari normalisasi ini disimpan dalam bentuk 

token yang telah diperbarui serta dalam bentuk kalimat akhir yang sudah siap untuk digunakan dalam tahap 

ekstraksi fitur atau vektorisasi. 

TF-IDF (Term Frequency-Inverse Document Frequency) 

Setelah semua prosedur pre-processing selesai, teks masukan harus diubah menjadi representasi numerik 

menggunakan pendekatan TF-IDF. Teknik ini menghitung nilai relatif setiap kata dibandingkan dengan kata-kata 

lain dalam sebuah dokumen. Transformasi ini dilakukan menggunakan paket TfidfVectorizer dari Scikit-learn. 

Sebanyak 769 karakteristik atau kata unik berhasil diidentifikasi setelah 382 dokumen yang dianalisis menjalani 

proses tokenisasi, stemming, dan normalisasi.  

Tabel 2 di bawah ini menampilkan sepuluh kata dengan bobot TF-IDF tertinggi dalam kumpulan ulasan 

pengguna aplikasi SMILE Indonesia. Kata-kata ini dianggap paling bermakna secara statistik karena memiliki nilai 

pembobotan tertinggi dalam keseluruhan korpus. 

Tabel 2. Sepuluh Kata dengan Bobot TF-IDF Tertinggi 

Kata Bobot TF-IDF 

bagus 26,468 

aplikasi 22,975 

oke 22,326 

bantu 10,758 

tidak 10,727 

vaksin 10,249 

masuk 10,142 

mantap 8,916 

daftar 8,467 

mudah 8,272 

 

Visualisasi Word Cloud 

Visualisasi frekuensi kata dalam ulasan pengguna terhadap aplikasi Smile Indonesia ditampilkan dalam 

bentuk word cloud. Ukuran tiap kata dalam word cloud merepresentasikan frekuensi kemunculannya dalam ulasan 

kata-kata yang lebih sering disebutkan akan muncul dengan ukuran font yang lebih besar, sehingga mudah 

diidentifikasi secara visual. 

 
Gambar 10. Word Cloud Opini Positif 

Berdasarkan word cloud pada opini positif (Gambar 10), terlihat bahwa kata-kata seperti "bagus", "mantap", 

"mudah", dan "bantu" mendominasi. Hal ini mengindikasikan bahwa pengguna merasa aplikasi membantu proses 

distribusi logistik secara praktis dan efisien, serta mudah digunakan. Kata “vaksin” yang cukup menonjol 

menunjukkan bahwa fitur distribusi vaksin merupakan aspek penting yang diperhatikan pengguna dalam penilaian 

mereka. 
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Gambar 11. Word Cloud Opini Negatif 

Sementara itu, pada opini negatif (Gambar 11), kata-kata seperti "tidak", "masuk", "tolong", dan “sulit" 

muncul sebagai kata dominan. Ini mencerminkan adanya keluhan terkait masalah teknis, khususnya dalam proses 

login atau pendaftaran. Penggunaan kata “tidak” secara berulang juga mempertegas intensitas keluhan. Temuan 

ini memberikan wawasan bahwa kendala teknis menjadi faktor utama yang perlu diperbaiki pengembang aplikasi. 

Dengan demikian, visualisasi word cloud tidak hanya menunjukkan frekuensi kata, tetapi juga memberikan 

gambaran umum mengenai tema utama dalam persepsi pengguna, baik dalam bentuk pujian maupun kritik. 

Temuan ini mendukung pentingnya analisis sentimen sebagai alat evaluasi layanan publik digital secara langsung 

dari pengalaman pengguna. 

Hasil Evaluasi 

Hasil Evaluasi Naïve Bayes 

 
Gambar 12. Hasil Evaluasi Metode Naïve Bayes 

Untuk mengklasifikasikan sentimen ulasan pengguna aplikasi SMILE Indonesia, hasil evaluasi model 

Multinomial Naïve Bayes ditunjukkan pada Gambar 12. Model ini mencapai akurasi 0,79 (79%), nilai presisi 0,81, 

nilai recall 0,79, dan nilai f1-score 0,79. Nilai-nilai ini menunjukkan bahwa model tidak hanya memiliki 

kecenderungan dominan terhadap satu kelas, tetapi juga bekerja dengan cukup seimbang dan stabil. 

Metode ini berhasil mendeteksi 35 data negatif dan 26 data positif, seperti yang ditunjukkan dalam Tabel 3. 

Namun, 11 data negatif dan 5 data positif salah diklasifikasikan sebagai positif dan negatif, masing-masing.. 

Akibatnya, model kami menunjukkan kemampuan yang memadai untuk mengidentifikasi ulasan positif dan 

negatif (recall 76%).  

 

Tabel 3. Hasil Confusion Matrix Naïve Bayes 

Aktual 
Prediksi 

Negatif Positif 

Negatif 35 11 

Positif 5 26 
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Hasil Evaluasi Support Vector Machine (SVM)  

 
Gambar 13. Hasil Evaluasi Metode SVM 

Gambar 13 menampilkan hasil evaluasi model klasifikasi berbasis SVM. Model ini memperoleh f1-score 

sebesar 0,75, akurasi 0,75 (75%), presisi 0,75, dan recall 0,75. Model ini tetap mempertahankan kinerja yang 

kompetitif dalam klasifikasi dua kelas, meskipun nilai akurasinya sedikit lebih rendah daripada Naive Bayes. 

Tabel 4 menunjukkan bahwa pendekatan SVM secara akurat mengidentifikasi 22 titik data positif dan 36 

titik data negatif. Sepuluh item data negatif secara keliru dikategorikan sebagai positif, dan sembilan titik data 

positif secara keliru diklasifikasikan sebagai negatif. Hal ini menunjukkan bahwa model SVM sedikit lebih unggul 

daripada Naive Bayes dalam mengidentifikasi titik data positif, tetapi lebih unggul dalam mengidentifikasi titik 

data negatif (recall 78%).   

Tabel 4. Hasil Confusion Matrix SVM 

Aktual 
Prediksi 

Negatif Positif 

Negatif 36 10 

Positif 9 22 

Analisis Perbandingan 

Pada Tabel 5 membandingkan matriks evaluasi antara pendekatan Naïve Bayes dan SVM. Pada penelitian 

ditemukan bahwa pendekatan Naïve Bayes unggul sedikit dengan nilai akurasi 0,79 dibandingkan dengan SVM 

dengan nilai akurasi 0,75.  

Dari sisi presisi, Naïve Bayes mencatat nilai 0,81, sedikit lebih tinggi dibandingkan dengan SVM yang 

memiliki nilai presisi sebesar 0,75. Ini mengindikasikan bahwa prediksi sentimen negatif atau positif dari Naïve 

Bayes lebih akurat dibandingkan SVM dalam hal menghindari kesalahan prediksi positif (false positive). 

Untuk recall, yang mengukur sejauh mana model mampu mengenali seluruh instance dari masing-masing 

kelas, Naïve Bayes juga mencatat nilai yang lebih baik sebesar 0,79, dibandingkan dengan SVM yang memiliki 

recall sebesar 0,75. Artinya, Naïve Bayes lebih andal dalam menangkap sentimen yang sebenarnya, baik pada 

kelas negatif maupun positif. 

Dari sisi f1-score, yaitu metrik yang menggabungkan presisi dan recall untuk menyajikan gambaran yang 

seimbang tentang performa model, Naïve Bayes menunjukkan keunggulan dengan nilai 0,79, sedangkan SVM 

mencatat nilai 0,75. Dalam Naïve Bayes, nilai f1-score yang lebih tinggi berarti model tersebut kurang mungkin 

melewatkan data penting (recall) dan lebih akurat dalam prediksinya (precision). 

Tabel 5. Perbandingan Metode Naïve Bayes dan SVM 

Matrik Evaluasi Naïve Bayes SVM 

Akurasi 0,79 0,75 

Presisi 0,81 0,75 

Recall 0,79 0,75 

f1-score 0,79 0,75 

Secara algoritmis, keunggulan Naïve Bayes dalam penelitian ini juga dapat dijelaskan dari sifat dasar 

algoritmanya yang mengasumsikan independensi antar fitur. Dalam konteks data teks yang telah diubah menjadi 

representasi TF-IDF, kata-kata dalam ulasan pengguna dianggap sebagai fitur yang relatif independen. Meskipun 

asumsi ini tergolong sederhana, justru sangat cocok untuk menangani data berbasis teks yang memiliki distribusi 

kata yang tersebar dan tidak saling tergantung secara eksplisit. 

Selain itu, Naïve Bayes dikenal sangat efisien pada dataset kecil hingga menengah seperti yang digunakan 

dalam penelitian ini (382 data). Algoritma ini tidak memerlukan parameter tuning yang kompleks, sehingga 

mampu mencapai performa optimal tanpa banyak konfigurasi. Sebaliknya, SVM membutuhkan pemilihan kernel 
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dan parameter regulasi yang lebih sensitif terhadap ukuran dataset dan kompleksitas data. Hal ini memungkinkan 

Naïve Bayes mencapai hasil klasifikasi yang relatif lebih stabil dan akurat dalam kasus ini. 

Validasi Statistik 

Untuk memperkuat klaim perbedaan performa antara algoritma Naïve Bayes dan Support Vector Machine 

(SVM), dilakukan uji statistik menggunakan uji McNemar. Uji ini bertujuan untuk mengetahui apakah terdapat 

perbedaan yang signifikan secara statistik antara prediksi kedua model terhadap data uji yang sama. 

Berdasarkan Tabel 6, diperoleh nilai statistik chi-square sebesar 1,125 dengan p-value sebesar 0,289. Karena 

nilai p > 0,05, maka perbedaan performa kedua model tidak signifikan secara statistik pada tingkat kepercayaan 

95%. Artinya, meskipun model Naïve Bayes memiliki metrik evaluasi (akurasi, presisi, recall, dan f1-score) yang 

lebih tinggi dibandingkan SVM, keunggulan tersebut belum dapat disimpulkan sebagai signifikan secara statistik. 

 

Tabel 6. Perbandingan Metode Naïve Bayes dan SVM 
Uji Chi-Square p - values 

McNemar 1.125 0.289 

Interpretasi Hasil 

Hasil analisis sentimen terhadap aplikasi SMILE Indonesia menunjukkan bahwa persepsi positif dari 

pengguna banyak terkait dengan kemudahan penggunaan dan fungsi distribusi logistik yang efisien. Temuan ini 

selaras dengan teori kepuasan layanan publik, di mana kualitas layanan teknologi informasi yang baik dalam hal 

kemudahan akses, kecepatan, dan reliabilitas merupakan determinan utama kepuasan pengguna layanan 

pemerintah. 

Sebaliknya, sentimen negatif yang didominasi oleh keluhan teknis seperti kesulitan login dan error aplikasi 

menunjukkan bahwa aspek ketersediaan layanan dan dukungan teknis masih perlu diperbaiki. Dalam konteks e-

government, keberhasilan implementasi sistem digital seperti SMILE sangat bergantung pada kepercayaan dan 

persepsi masyarakat terhadap kualitas layanan berbasis teknologi.. 

Oleh karena itu, hasil penelitian ini tidak hanya menjadi masukan teknis untuk pengembang, tetapi juga 

menjadi refleksi penting bagi pemangku kebijakan bahwa digitalisasi layanan publik memerlukan pemeliharaan 

berkelanjutan terhadap kualitas teknis dan user experience agar sejalan dengan prinsip akuntabilitas, aksesibilitas, 

dan partisipasi publik dalam e-government. 

 

 

4. SIMPULAN 

Penelitian ini telah mengevaluasi sentimen pengguna terhadap aplikasi SMILE Indonesia, sebuah platform 

layanan publik digital yang berfungsi memantau distribusi logistik kesehatan secara real-time. Sebanyak 382 

ulasan pengguna dari Google Play Store dikumpulkan dan dianalisis melalui tahapan pra-pemrosesan teks, 

transformasi fitur menggunakan TF-IDF, serta klasifikasi sentimen menggunakan dua model: Naïve Bayes dan 

Support Vector Machine (SVM). 

Berdasarkan hasil evaluasi, model Naïve Bayes memperoleh nilai akurasi 79%, presisi 81%, recall 79%, dan 

f1-score 79%, sementara SVM mencatat angka 75% pada semua metrik tersebut. Meskipun Naïve Bayes 

menunjukkan performa metrik yang lebih tinggi, uji McNemar menghasilkan p-value sebesar 0,289 yang 

menunjukkan bahwa perbedaan tersebut tidak signifikan secara statistik. 

Analisis word cloud menunjukkan bahwa sentimen positif terutama ditandai oleh kemudahan penggunaan 

dan kebermanfaatan fitur, sedangkan sentimen negatif banyak mengandung keluhan teknis seperti kesulitan login 

dan pesan kesalahan sistem. Temuan ini mengindikasikan bahwa persepsi pengguna terhadap layanan digital 

pemerintah dipengaruhi oleh pengalaman teknis yang langsung mereka alami. 

Dalam konteks layanan publik dan e-government, hasil penelitian ini memperkuat pentingnya kualitas teknis, 

aksesibilitas, dan keandalan sistem dalam meningkatkan kepuasan masyarakat terhadap layanan digital 

pemerintah. Oleh karena itu, hasil analisis sentimen ini dapat menjadi dasar bagi pengembang dan pembuat 

kebijakan dalam merancang perbaikan teknis maupun peningkatan strategi komunikasi layanan, guna mendukung 

penerimaan dan keberlanjutan implementasi aplikasi SMILE Indonesia sebagai bagian dari sistem logistik 

kesehatan nasional. 

Namun demikian, perlu dicatat bahwa pelabelan sentimen dalam studi ini dilakukan secara otomatis dengan 

mengelompokkan skor 1–2 sebagai negatif dan skor 3–5 sebagai positif. Pendekatan ini dipilih untuk 

menyederhanakan proses klasifikasi dan menjaga jumlah data tetap mencukupi. Meskipun demikian, skor 3 sering 

kali dianggap sebagai opini netral yang tidak sepenuhnya positif maupun negatif. Oleh karena itu, keputusan untuk 

memasukkan skor 3 ke dalam kelas positif dapat menimbulkan potensi bias dalam hasil klasifikasi. Keterbatasan 

ini menjadi catatan penting untuk penelitian selanjutnya agar mempertimbangkan pendekatan pelabelan yang lebih 

presisi, misalnya dengan menyertakan kelas netral atau pelabelan manual. 
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